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Idaho

Where is Boise?
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Boise, IdahoSeattle

San Francisco

*2012 Electoral map (:-((
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What is in Idaho?
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More about Idaho
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Threats from dam failures
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• According to a U.S. Army Corps of Engineers assessment, “Mosul Dam is the 
most dangerous dam in the world.” (New Yorker, 1/2/2017)

• Failure could results in million and half people losing their lives or becoming 
homeless.

If the dam ruptured, it would likely cause a 
catastrophe of Biblical proportions, loosing a 
wave as high as a hundred feet that would roll 
down the Tigris, swallowing everything in its path 
for more than a hundred miles.  Large parts of 
Mosul would be submerged in less than three 
hours.  Along the river banks, towns and cities 
containing the heart of Iraq’s population would be 
flooded;  in four days, a way as high as sixteen 
feet would crash into Baghdad, a city of six 
million people. “If there is a breach in the dam, 
there will be no warning,” Awash [American-Iraqi 
civil engineer, advisor on the dam].  “It’s a 
nuclear bomb with an predictable fuse”.  -- New 
Yorker article.
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Dam Failures - US
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Oroville Dam, Oroville, CA.   in February 2017, 188,000 
Residents were evacuated downstream

Damage in the Oroville Dam Spillway (Dale 
Kolke / California Department of Water 
Resources - California Department of Water 
Resources)

• American Society of Civil Engineers gives the US a grade D for 
infrastructure -- nearly 20% of US dams have high hazard potential.
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What can simulations do?
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• Create flood maps for local communities

• Communicate threats to lawmakers in visually impactful way

• Potentially aid in design and location of future dams

But,  do we need to model 3d equations, complete with evolving free 
boundary and free surface? 
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Basic idea
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Embed the evolving flood into a background Cartesian mesh. 
• “capture” rather than “track” the  evolving flooding front

• Use finite volume scheme with 
suitable Riemann solver that 
can handle the wet/dry states.  

• Handle topography to model 
realistic flow situations.

• Two dimensional flow makes 
calculations reasonably 
inexpensive
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GeoClaw
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GeoClaw is a depth-averaged (shallow water wave equations) code based 
on the finite volume, second order Cartesian grid methods in Clawpack

• Jointly developed by USGS, Univ. of Washington, NYU and Columbia 
researchers (D. George, R. J. LeVeque, M. Berger, K. Mandli)

• Based on the wave propagation algorithms in Clawpack (R. J. LeVeque)

http://www.geoclaw.org

Fukushima, Japan 2010

http://www.geoclaw.org
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Depth-averaged models

Dusseldorf, June 7, 2017

Alternative to fully 3d flow simulations are the two-dimensional shallow 
water wave equations (SWE).  

• Assume that the wave length of the flow is long relative to the depth of 
the flow

• Commonly used in modeling tsunamis
• More recently being widely used in modeling landslides, debris flows, 

avalanches, storm surges, and so on
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2d SWE (GeoClaw)
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1002 D. L. GEORGE

The GEOCLAW software package is actively developed for modeling general shallow-flow
over topography by combining LeVeque’s wave-propagation algorithms [5, 6], dynamic block-
structured AMR [1, 2], and employing well-balanced Riemann solvers such as that described in
[18]. Although we originally developed GEOCLAW for tsunami modeling (e.g. [19–21]), the goal
of this present work is to test the efficacy of the numerical methods implemented in GEOCLAW
for modeling flood waves in rugged terrain. GEOCLAW is included with the open-source software
package CLAWPACK, developed more generally for hyperbolic conservation laws, which can be
freely obtained at www.clawpack.org.

For validation, a GEOCLAW simulation of the flood resulting from the Malpasset dam failure,
which occurred in southern France in 1959, is presented in Section 4. This >60-m high dam
failed suddenly and catastrophically, sending a massive flood wave down a winding river bed
into the Reyran River Valley and eventually inundating the town of Fréjus on the Mediterranean
coast with tragic consequences [22]. This disaster serves as a valuable validation tool because a
considerable amount of field data were collected indicating the maximum water levels reached at
various locations. Because of the available data, this event was chosen as the benchmark for a
European research consortium—Concerted Action on Dam-break Modelling (CADAM), organized
by Electricitè de France (EDF) and Hydraulic Research Wallingford (HR) in the 1990s to promote
the development of models and numerical schemes for dam-break flooding. Researchers as part
of the CADAM effort have therefore produced other simulation results that are valuable for
comparison and cross-validation.

2. MATHEMATICAL MODEL

Although floods in rugged terrain certainly have three-dimensional (3D) flow variation, many
researchers have found depth-averaged two-dimensional (2D) governing equations to be a suitable
approximation (e.g. [23–25]), and reducing the dimension of the problem makes large-scale prob-
lems tractable. Depth-averaged 2D equations can be derived by integrating 3D governing equations
in the vertical z-direction from the solid bed b(x, y) to the free surface !(x, y, t) of the flow, and
applying boundary conditions at those surfaces (Figure 1(a)). This gives new governing equations
for the depth h(x, y, t)=!(x, y, t)−b(x, y), and the depth-averaged velocities u(x, y) and v(x, y)
in the x- and y-directions, respectively. The most commonly used depth-averaged equations are
the shallow-water equations
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Figure 1. A vertical cross-section of the stationary topography (darker shade) and free-surface flow (lighter
shade) for a depth-averaged flow: (a) Diagram of the topography (b(x, t)) and dependent variables and

(b) a (1D) finite volume discretization for a depth-averaged flow.

Published in 2010 by John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2011; 66:1000–1018
DOI: 10.1002/fld

D. L. George, “Adaptive finite volume methods with well-balanced Riemann solvers for modeling floods in 
rugged terrain: Application to the Malpasset dam-break flood (France, 1959)”, Int. J. Numer. Methods. Fluids, 
66 (2011), pp. 1000–1018.
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GeoClaw
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GeoClaw overcomes several technical challenges

• Riemann solver robustly handles wet and dry states and discontinuities in 
topography - no need to track the evolving flood boundary. 

• Seamlessly handles reading and interpolation of multiple, possibly overlapping, 
topography files for given computational domain

• Well-balanced scheme maintains steady states in presence of topography

• Numerical gauges allow for easy comparison with observational data

• Uses OpenMP (shared memory) parallelism

Use of adaptive mesh refinement (AMR) means that resolution is allocated only 
where needed (dry land is resolved only at the coarsest levels)
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Original approach (Berger, 1984)

Original AMR (GeoClaw)
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Codes :  Chombo (LBL),  AMRClaw and GeoClaw (UW, NYU) ,  Boxlib* 
(LBL),  SAMRAI (LLNL),  AMROC (Univ. of South Hampton) and many others

Overlapping patch-based AMR (Structured AMR or SAMR)
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Quad-tree approach

Adaptive Mesh Refinement (AMR)
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p4est (U. Bonn), PARAMESH (U. Chicago),  ForestClaw,  Gerris (Paris VI), Racoon II (U. Bochum),  
RAMSES (U Zurich),  Nirvana (Potsdam), “Building Cubes” (Tohoku)

Quadtree/Octree based AMR
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Brief history of AMR
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• 2000 : P. MacNiece, K. Olson et al, “PARAMESH:  A parallel adaptive mesh refinement 
community toolkit” (FLASH code based on PARAMESH)

• 2002 : R. Tessyier, “Cosmology Hydrodynamics with adaptive mesh refinement. A new high 
resolution code called RAMSES” (Lausanne, Switzerland)

• 2003 : S. Popinet, “Gerris: A tree-based adaptive solver for the incompressible Euler 
equations in complex geometries” (Paris IV, France)

• 2004 : U. Ziegler, “An ADI-based adaptive mesh Poisson solver for the MHD code 
NIRVANA” (Potsdam, Germany)

• 2005 : J. Dreher and R. Grauer, “Racoon: A parallel mesh-adaptive framework for hyperbolic 
conservation laws” (Bochum, Germany)

• 2011 : C. Burstedde, L. Wilcox, O. Ghattas, “p4est: Scalable Algorithms for Parallel Adaptive 
Mesh Refinement on Forests of Octrees” (Univ. Texas)

• 2011 :  K. Komatsu, T. Soga et al “Parallel processing of the Building-Cube Method on a 
GPU platform” (Tohoku, Japan)

Refinement based on quadtree and octree grid layouts

2000 present
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ForestClaw Project
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A parallel, adaptive library for logically Cartesian, mapped, multi-block domains

Features of ForestClaw include : 

• Uses the highly scalable p4est dynamic grid management library (C. 
Burstedde, Univ. of Bonn, Germany) Gordon Bell Finalist, 2013; used in 
2015 Gordon Bell prize.

• Each leaf of the quadtree contains a fixed, uniform grid,
• Optional multi-rate time stepping strategy, 
• Has mapped, multi-block capabilities,  (cubed-sphere, for example) 

to allow for flexibility in physical domains,
• Modular design gives user flexibility in extending ForestClaw with 

Cartesian grid based solvers and packages.
• Uses essentially the same algorithmic components as patch-based AMR

www.forestclaw.org
Thanks to NSF for supporting this work

http://www.forestclaw.org
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ForestClaw adaptivity 
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Each quadrant is a single logically  grid, 
designed for finite volume or finite 
difference solvers. 

Parallel, multiblock AMR 3

Fig. 2.2. Three 8 ⇥ 8 computational grids shown in levels ` � 1, ` and ` + 1. Solution data
in each grid are stored in contiguous 12⇥ 12 arrays of 82 interior mesh cells (shown in white) and
two layers of ghost cells (shown in shaded regions). The interior regions of the grids in a quadtree
layout do not overlap and so form a partition of the computational domain. Thick lines indicate
quadrant (grid) boundaries.

ghost cell regions, so that a grid with 82 interior cells and two layers of ghost cells
stores solution data in a contiguous array of 12⇥12 mesh cells (with one or more fields
per grid cell). The interiors of computational grids do not overlap, but the ghost cell
region of one grid will overlap with the interior of its face-adjacent and corner adjacent
neighbors. In a ForestClaw, values for the interior dimensions and number of ghost
cell layers are the same for all grids, e↵ectively enforcing a constant 2:1 refinement
ratio between grid levels. The resolution of a particular grid is determined by the size
of the quadrant it occupies, so a grid occupying a level ` quadrant has 2` times the
resolution of the same grid in a level 0 quadrant.

Informally we will refer to “quadrants” and “grids” interchangeably. Fine grids
are those that occupy quadrants at higher levels; coarse grids occupy quadrants at
levels with numeric values closer to 0. A grid can be both a “coarse” grid and a “fine
grid, depending on the context. When describing numerical schemes, it will also be
convenient to refer to the border surrounding the interior grid cells (i.e. the quadrant
boundaries) as the grid boundary, even though this boundary does not enclose the
ghost cell regions. This boundary consists of four edges separating the interior grid
cells from the exterior ghost cell cell regions. And when the context is clear, the “size”
of a grid should be loosely understood to mean the size of the quadrant occupied by
that grid, although there will also be occasion to describe a grid using its (fixed)
interior dimensions, e.g. an 8⇥8 grid. It is also informally understood that the use of
the term “grid” often refers to the contiguous array of solution values associated with
the grid, and not just the geometric metadata needed to describe the grid. In this
context, a “coarse grid solution” or a “fine grid solution” is the solution on a coarser or
finer grid. In the current version of ForestClaw, we store grids (and solution values)
only for those quadrants that make up the final partitioning of the domain. If, during
refinement, a coarse quadrant is subdivided into four finer quadrants, the storage for
the coarse grid solution and any coarse grid metadata is deleted and storage for a finer
grid is allocated in each of the four finer quadrants. See Figure 2.2 for an illustration
of grids and quadrants.

There are several advantages to the tree based refinement. One, the numerical

Regridding, connectivity done using p4est
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Filling ghost cells
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Each grid (or “leaf ”, in p4est terminology) has one of more layers of ghost cells 
used for communication between grids

6 D. Calhoun and C. Burstedde

Fig. 2.3. Coarse grid interpolation stencils used to fill in fine grid ghost cell values. The open
circles are the coarse grid values used in the stencil and the filled smaller circles are the fine grid
ghost cell values to be filled in. The shaded fine grid ghost cell regions will be filled in by interpolation
from the coarse grid. The fine grid ghost cells in the lower left corner of the upper fine grid will be
filled in from the coarse grid shown here. As the fine grid in the lower right corner shows, corner
ghost cell regions on the fine grid are also filled in from a corner adjacent coarse grid.

in Clawpack. The user may also supply their own customized boundary condition
routines. In Figure 2.4, we show a general arrangement of fine and coarse grids at a
physical boundary.

After an averaging/copying step and before interpolation, physical boundary con-
ditions are used to fill in all edge and corner coarse grid ghost cells that lie outside the
physical domain. To ensure that corners are properly filled in, the physical boundary
conditions (extrapolation or reflection) are applied along the entire extent of the grid,
not just at faces between interior and exterior grid cells. After applying the physical
boundary conditions to coarse grids, we can interpolate ghost cell values to fine grids,
even those fine grids adjacent to the physical boundary. After interpolation, we then
apply physical boundary conditions a second time, this time to fill in all fine grid
ghost cell values outside the physical domain. While this second application of the
physical boundary conditions will largely duplicate the e↵orts of the first, this second
sweep ensures that fine grid corner ghost cells which lie outside the physical domain
are valid, since in this second sweep, these values will be filled by either extrapolation
or reflection from newly interpolated ghost cell values inside the physical domain.

In Algorithm 1, we illustrate the serial algorithm described above for filling in
ghost cells on the non-overlapping quadtree hierarchy. In this algorithm, we describe
the serial version of the ghost exchange, and assume that at every exchange, we want
to fill ghost cell values on all levels. In later versions, we will incorporate parallel ghost
patch exchanges, and a ghost cell filling procedure that incorporates time interpolated
levels needed for multirate schemes.

Proposition: Assume that the number of interior grid cells in any direction is
at least twice the number of ghost layers in that direction. Also, assume that an
interpolation stencil used to interpolate from a coarse grid to the ghost cells of a
neighboring fine grid can be completely contained within a single quadrant of the

Step 2 : Interpolation to fine ghost 
regions, using coarse grid ghost regions

Step 1 : Averaging or copying to coarse ghost 
regions 
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Computational performance
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~2.5 h

;

Single grid calculation

~1 h
Uniformly refined

;

~12.5 min
Parallelism

;

;

;

;

~9 min
Spatial adaptivity

~5.5 min
Adaptive time 
stepping

t

t+ (�t)f

t+ (�t)c

Level 4 Level 5 Level 6 Level 7

1

Almost 30 times 
improvement
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p4est : Load balancing using a space 
filling curve 

ForestClaw - Parallelism
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Remote ghost patch
(Proc 1)

Remote ghost
patch (Proc 2)

Local patch
(Proc 3)

;

Fine grid corner ghost cells at corners 
where 3 or more processors meet

D. Calhoun and C. Burstedde, “ForestClaw : A parallel algorithm for patch-based adaptive mesh 
refinement on a forest of quadtrees", (submitted), 2017. (arXiv:1703.03116)

https://arxiv.org/abs/1703.03116
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Extending ForestClaw
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Patches Extensions

Time stepping, dynamic 
grid management, input/
output. 

Tasks (tagging, building patches, 
etc) customized through use of 
function pointers stored in 
“virtual tables”

ForestClaw is mostly C;  solvers 
extension libraries left largely 
untouched (in original Fortran)

geoclaw

clawpack5

ash3d

Core routines

p4est

ForestClaw
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Idaho

Teton Dam

Dusseldorf, June 7, 2017

Teton Dam Reservoir (Eastern Idaho)Seattle

San Francisco
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Teton Dam Failure, June 5, 1976
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3000ft

310ft

11 people died;  $2bn in damage



Donna Calhoun (Boise State Univ.)

Teton Dam Failure, June 5, 1976

Dusseldorf, June 7, 2017

8 minutes before dam failure
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Teton Dam Failure, June 5, 1976

Dusseldorf, June 7, 2017

~11:52 AM, June 5, 1976
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Teton Dam Failure, June 5, 1976
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By WaterArchives.org from Sacramento, California, USA - [IDAHO-L-0010] Teton Dam Flood - Newdale, CC BY-SA 2.0, 



Donna Calhoun (Boise State Univ.)

Historical Data

Dusseldorf, June 7, 2017

W. Graham, “Reclamation : Managing water in the west, The Teton Dam Failure - An effective warning and 
evacuation”,  U.S. Department of the Interior, Bureau of Reclamation, Denver Colorado



Donna Calhoun (Boise State Univ.)

Inundation map
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W. Graham, “Reclamation : Managing water in the west, The Teton Dam Failure - An effective warning and 
evacuation”,  U.S. Department of the Interior, Bureau of Reclamation, Denver Colorado
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Simulations using ForestClaw/Geo

Dusseldorf, June 7, 2017

Simulation details : 

• Run at 10m effective resolution (8192 x 4096)
• 12 hours of simulation time
• Manning coefficient set to 0.025
• Results compared with historical flood boundaries and arrival times
• No detailed modeling of the dam failure itself

Numerical parameters

• 7 levels of refinement
• standard ‘feature-based’ refinement based on wave speeds and depth
• 2 blocks or quad-trees used to grid the domain 

Platform
• 22 Broadwell nodes : Dual Intel Xeon E5-2680 v4 14 core 2.4GHz
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Teton Dam Failure, June 5, 1976
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Simulation results
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Simulation results
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Mouth of  Teton Canyon : 12:19PM
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Simulation results

Dusseldorf, June 7, 2017

Town of  Teton : 12:43PM
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Simulation results
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Sugar City : 1:23PM
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Simulation results
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Rexburg : 2:36PM
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Roberts : 8:30PM
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Level 0

Page 1
Simulation results
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12 hours of total simulation time

Idaho Falls

Roberts
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Snake River
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The flood waters traveled west along the 
route of the Henry’s Fork of the Snake 
River, around both sides of Menan Buttes, 
significantly damaging the community of 
Roberts. (Wikipedia)                       

Henry’s Fork

Snake River

Menan Buttes
Roberts

Idaho Falls
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Snake River
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The flood waters traveled west along the 
route of the Henry’s Fork of the Snake 
River, around both sides of Menan Buttes, 
significantly damaging the community of 
Roberts. (Wikipedia)                       
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Adaptive Mesh
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Adaptive Mesh
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Parallel/AMR Efficiency
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Procs Wall Advance (%) Ghost 
Comm (%) Ghost 

fill (%) Regrid (%) Speed-
up

Par.  
eff.

14 23601.9 17706.4 75% 4500.4 19% 1343.3 6% 28.5 0% 1.0 100%

28 12510.6 8863.0 71% 2838.0 23% 772.4 6% 17.0 0% 1.9 94%

56 6626.7 4453.7 67% 1714.5 26% 432.6 7% 9.1 0% 3.6 89%

112 3499.7 2229.0 64% 1002.8 29% 248.1 7% 5.3 0% 6.7 84%

224 1872.9 1114.1 59% 602.8 32% 138.6 7% 3.3 0% 12.6 79%

~ 10m resolution (8192 x 4096)

Procs 14 28 56 112 224

Wall (s) 23601.9 12510.6 6626.7 3499.7 1872.9

Speed-up 1.00 1.89 3.56 6.74 12.60

Efficiency 100% 94% 89% 84% 79%

Grids per 
processor 670 334 167 83 41

6.5 hours vs.  
30 minutes
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Conclusions and Future plans
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Geo/ForestClaw arrival times agree well with historical data. 

What is left to do? 
• Better modeling of dam failure to get initial outflow correct
• Use numerical “gauges” to compare with historical depth records
• Multi-rate time stepping (tricky with SWE, since wave speed depends on 

depth)
• Other dam failure scenarios, i.e. Malpassat, France.

Future?
• Collaboration with Univ. of  Washington to develop tool to allow easier 

simulation of flooding scenarios (K. Huntingon, FloodMap)

Interested students are always welcome! 
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Teton Dam Failure, June 5, 1976
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http://neutrinodynamics.com//portfolio-riverflood.html

Ram Sampath, Centroid 
Lab, Los Angeles, CA

http://neutrinodynamics.com//portfolio-riverflood.html
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p4est : Load balancing using a space 
filling curve 

ForestClaw - Parallelism
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Remote ghost patch
(Proc 1)

Remote ghost
patch (Proc 2)

Local patch
(Proc 3)

;

Fine grid corner ghost cells at corners 
where 3 or more processors meet

D. Calhoun and C. Burstedde, “ForestClaw : A parallel algorithm for patch-based adaptive mesh 
refinement on a forest of quadtrees", (submitted), 2017. (arXiv:1703.03116)

https://arxiv.org/abs/1703.03116
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Parallel scaling (BlueGene/Q)

Dusseldorf, June 7, 2017

90% (or better) efficiency at 16K coresScalar advection on replicated domain 
using 32x32 patches

Weak scaling
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80%  AMR efficiency at approx. 100 grids per core

Parallel scaling (BlueGene/Q)
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Strong scaling for single grid

D. Duplyakin , J. Brown, D. Calhoun, “Applying Active Learning to Adaptive Mesh Refinement 
Simulations”, (submitted) IEEE (2017)


